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A non-linear controlled dynamical system (NCDS), describing the dynamics of a wide class of non-linear mechanical and 
electromechanical systems, is considered. A technique is proposed for synthesizing control laws with linear feedback according 
to state, which describe the stabilization of programmed motions of such systems. A non-singular linear transformation of the 
state space is constructed, bringing the initial NCDS in deviations (from its programmed motion and programmed control) to 
a certain NCDS of a special form, which is convenient for analysing and synthesizing control laws governing the motion of 
the system. A NCDS of canonical form is separated out from the initial NCDS in deviations. The aforementioned non-singular 
linear transformation of coordinates of the state space and the method of Lyapunov functions are used to synthesize control 
laws with linear state feedback, which guarantee global symptotic stability of an equilibrium position of a NCDS of canonical 
form and asymptotic stability in the large of a NCDS of special form and of the initial NCDS in deviations. Estimates are given 
for the domain of asymptotic stability in the large of the equilibrium positions of a NCDS of special form, of the initial NCDS 
in deviations, and of programmed motions of the initial NCDS, closed by the synthesized stabilizing controls. © 2005 Elsevier 
Ltd. All rights reserved. 

1. F O R M U L A T I O N  O F  T H E  P R O B L E M  

T h e  d y n a m i c s  o f  a wide  class of  m e c h a n i c a l  a n d  e l e c t r o m e c h a n i c a l  sys tems is desc r ibed  by  a sys tem of  
n o n - l i n e a r  o r d i n a r y  d i f fe ren t i a l  e q u a t i o n s  in  C a u c h y  fo rm,  o f  the  type 

= F ( z , u , t ) ,  z(to) = z0, t>_t 0>0 (1.1) 

where z0, z = z(t) are the n-dimensional state vectors of the system at the initial and current instants 
of time, u is an n-dimensional vector of controls and F is an n-dimensional vector-valued function which, 
for an admissible control, satisfies existence and uniqueness conditions for the solvability of system (1.1) 
and describes the properties of the controlled object. 

Suppose we are given (or have constructed) a programmed motion (PM) 

zp = Zp(t),  t > t  o (1.2) 

which is a particular solution of system (1.1) for some admissible programmed control 

Up = Up(t), t >  t o (1.3) 

and initial condition Zpo = Zp(to). The PM Zp(t) will be called the unperturbed motion, and any other 
motion z(t) of system (1.1) governed by admissible controls will be called a perturbed (real) motion. 
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The quantities 

e = Z - Z p ,  e u = u - u p  (1.4) 

and perturbations, that is, deviations of the real (perturbed) motion z and the control u from their 
programmed values. They satisfy the following ordinary differential equations in deviations 

d = Fe (e  , e  u , t ) ,  e( to)  = e 0, t > t  o (1.5) 

where 

Fe(e,  eu, t) = F ( e  + zp, e u + up, t) - F(zp,  up, t)  (1.6) 

and Fe(O, O, t) -- O. It follows from formula (1.6) that under the control eu = 0 system (1.5), (1.6) has 
the motion e = 0. 

The transformations (1.4) reduce the problem of investigating the motions z( t)  of a non-linear 
controlled dynamical system (NCDS) (1.1) in the neighbourhood of any selected PMze(t ) to the problem 
of investigating the solutions e = e(t)  of a NCDS in deviations (1.5), (1.6) in the nmghbourhood of its 
equilibrium position e = 0. In what follows, therefore, the main restrictions and propositions will be 
formulated for NCDS in deviations (1.5), (1.6). 

For a wide class of mechanical and electromechanical systems (such as electromechanical manipu- 
lator robots; see Appendix, Section 5), the structure of the equations of the NCDS in deviations (1.5), 
(1.6) is such that 

e = col(e l . . . . .  er),  n = m r  (1.7) 

Fe(e  , eu, t) = c o l ( F e l ( e  2, t) . . . . .  Fe, r _ l ( e  r, t), Fer(e  r, e u, t ) )  (1.8) 

F e l ( e  2, t) = ge l ( e  l, t)  + Pol2(t)e 2 

k+ 1 k - 1, 
Fek(e  , t )  = g e k ( e , t ) + P o L k + l ( e  k -  t)ek+ 1, k = 2 . . . . .  r - 1  (1.9) 

Fer(e  r, e . ,  t) = ger(e r, t) + eor, r* 1( er- 1, t)  G 

in which ek = col(ekl, ... , ekm) and e k = col(el, . . . ,  ek) are m- and mk-dimensional column vectors, the 
m-dimensional vector-valued functions Fek (k  = 1 . . . .  , r) (1.9) are continuous and sufficiently many 
times continuously differentiable with respect to their arguments, and the m x m matrix-valued functions 
P0k, k + 1 (k = 1 . . . . .  r) may be represented in the form 

= " = A " e  k -  1 P012(t) A l ( t ) B l ,  P0k, k+l(ek-1, t) k( , t ) B k ,  k = 2  . . . . .  r (1.10) 

where 

A l ( t  ) = A~'(t)>0,  t > t  o 
(1.11) , k - l ,  Vek- I  Rm(k- l) A k ( e  k - l ,  t) = A k (e t) > 0, ~ , t > t o, k = 2 . . . . .  r 

A~ (k = 1 . . . .  , r) are symmetric positive-definite m x m matrix-valued functions such that 

[Al( t )  I < k A l ,  t > t  0 

Ak (e  k - l , t )  <kAk,  V e  k - l ~  Rm(k-1) ,  t > t o ;  k = 2 . . . . .  r 
(1.12) 

0 < kAk < oo (k = 1 . . . . .  r) are certain constants; analogous estimates hold for the partial derivatives of 
their elements - scalar functions aki j (k  = 1 . . . . .  r; i, j = 1 . . . . .  m )  - w i t h  respect to their arguments; the 
asterisk denotes transposition and B k (k  = 1 . . . .  , r) are non-singular constant m x m matrices, that is, 

rankB k = m, k = 1 , . . . , r  (1.13) 
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[ n n 2\1/2 q- a2 )1 /2  Rm(k-1) is rea l  E u c l i d e a n  m ( k -  1)-space;  t h r o u g h o u t ,  IA I = t 2. 2. ail] a n d  l a l  = (a 2 + ... 
x i = l j =  1 J/  

are the moduli (Euclidean norms) of a real matrixA = Ilaijlli=l .. . . .  n; j= l  . . . . .  m of order n x m and a 
real vector a = col(a1 . . . . .  an) E R n. 

Each of the m-vector-valued functions gel( (k = 1 . . . . .  r) satisfies the following estimates for all possible 
values of its arguments 

gek(ek, t) <-kgek, lekl +k,,kzlekl 2, Vek~- R =~, t > t o  (1.14) 

where kgek j ( j  = 1, 2) are certain constants such that 

r 

0 <-- kgek j < oo, k = 1 . . . . .  r; 0 < kge2 = 2 kg ek2 < ~ (1.15) 
k ; l  

In what follows, the control law 

u = u ( z , t )  = U p ( t ) + F o ( z - Z p ) ,  t > t  o (1.16) 

where 

r o  = lit01 . . . . .  rorll (1.17) 

(F 0 is the constant m x n partitioned matrix of the gains of the feedback loops; F0k (k = 1, . . . ,  r) are 
the m x m blocks), for the initial NCDS (1.1), (1.6)-(1.15) and the control law 

e, = e,(e) = Foe (1.18) 

for the initial NCDS is deviations (1.5)-(1.15) have the structure of linear feedback control laws 
depending on the states z and e, respectively. 

We shall say that a PM Zp(t) (1.2) of system (1.1), (1.6)-(1.15) is stabilizable by a control law u 
(1.15)-(1.17) with linear feedback depending on the state vector z(t) (or, respectively, that the equilibrium 
position e = 0 of system (1.5)-(1.15) is stabilizable by a control law eu (1.18), (1.17) with linear feedback 
depending on the state vector e(t),  if the control law guarantees asymptotic stability in the large of the 
PM Zp(t) of system (1.1), (1.6)-(1.15) (or, respectively, of the equilibrium position e = 0) of system 
(1.5)-(1.15)) according to Definition 5 presented below in Section 3. 

In what follows, we shall formulate criteria for the equilibrium position e = 0 of the initial NCDS in 
deviations (1.15)-(1.15) to be stabilizable by a control law e u (1.18), (1.17) with linear feedback depending 
on the state e (resp., for a PM z,, (1.2) of the initial NCDS (1.1), (1.6)-(1.15) to be stabilizable by a 
control law u (1.16), (1.17) with linear feedback depending on the state z). Estimates will be given for 
the domain of asymptotic stability in the large of the equilibrium position e = 0 of the closed NCDS 
in deviations (1.5)-(1.15), (1.18), (1.17) (resp., of the PM Zp (1.2) of the closed-loop NCDS (1.1), 
(1.6)-(1.17)). 

2. R E D U C T I O N  OF THE I N I T I A L  NCDS IN D E V I A T I O N S  TO AN NCDS 
OF S P E C I A L  F O R M  

For a further consideration of the NCDS in deviations (1.5)-(1.15), we will write it in the form of the 
system 

- -  r - |  
= Po(er-2 ,  t ) e + Q o ( e  , t ) e u + g e ( e , t ) ,  e(to) = eo, t > t o  (2.1) 

where 

- -  r - 2  - -  r-1 
Po(e  , t )e  + + ge(e,  t) Fe(e  , eu, Q o ( e  , t ) e  u =- t )  (2.2) 
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Fe is the vec tor -va lued  funct ion (1.6)-(1.15); 

e o ( e  r - 2 ,  t )  = 

0 P012(t) 

0 0 

0 0 

0 0 

O . . . . . .  O 

Po23(e 1, t) 0 ... 0 

%, "% %. ," 

0 
" ' .  " ' .  " -  r - 2  

. . . . .  O P0, 1.~(e , t )  

. . . . . .  O O 

(2.3) 

Oo erlt,:JJ 0 I 
Pot. ~+ 1( er- 1, t) 

(2.4) 

are par t i t ioned matr ix  functions of  orders  n x n and  n x m,  respectively, P0k, k + 1 (k = 1 . . . . .  r) are 
m x m blocks of  the fo rm (1.10)-(1.13), O is the zero matr ix  of  appropr i a t e  dimensionali ty,  and  

ge(e, t) = col(gel(e l, t), ge2(e 2, t) . . . . .  ger(e r, t)) (2.5) 

is an n-vector-valued funct ion for  which, thanks  to re la t ions (1.14) and (1.15), we have the es t imate  

r 

Ige(e,t)l< ~ gek(ek, t) <kgellel+kge21el 2, V e e R  n, t>to  (2.6) 
k = l  

where  

kgej = E kgekj ' J = 1, 2 ;  0 <_ kgel < 0% 0 < kge2 < o o  (2.7) 
k - - I  

We apply to system (2.1)-(2.7) a non-singular  l inear t r ans format ion  of  coordinates  of  the state space, 
o f  the fo rm 

e x = Se (e = S-lex = R e  x ) (2.8) 

where  

e x = col(ext . . . . .  exr) (2.9) 

exk = col(exga, . . . ,  exkm) are n- and m-  dimensional  vectors, S and R are non-singular  constant  part i t ioned-  
t r iangular  n x n matr ices  of  the fo rm 

Itn 0 ... 

$21 I m 0 ... 

S = S32S21 S32 I m 0 

Sr_l ,r_2Sr_2,  r_3...S21 S r - l , r - 2 S r - 2 ,  r -3 . . .S32 ... S r_ l , r_  2 

Sr, r_ lSr_ l , r_2 . . .S21  S . . . .  l S r - l , r - 2 " " S 3 2  . . . . . .  

= I I s & / = ,  . . . . . .  

, . .  O 

° . .  O 

. . .  O 

I m 0 

Sr, r - I  Im 

(2.10) 
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where  

Yu. K. Z o t o v  

S k t =  O, k = 1 . . . . .  r - l ;  l = k + l  . . . . .  r 

Skk = I m, k = 1 . . . . .  r ;  Ski = Sk, k _ i S k _ l ,  l -- Sk, k _ l S k _ l , k _ 2 . . . S l + l ,  l 

k = 3 . . . . .  r; l = 1 . . . . .  k - 2  

Sg+l,~ (k = 1 . . . . .  r - 1) are m × m blocks of  the fo rm indicated be low in L e m m a  1; 

R = S - 1 =  

and Im the m x m identi ty matrix. 

I m 0 . . . . . .  0 

-Szl I m 0 . . . . . .  0 

O -$32 I m 0 . . .  0 

0 . . .  0 - S r _ l , r _  2 I m 0 

0 . . . . . .  0 - S r ,  r_  1 I m 

Then  the initial N C D S  is deviat ions (2.1)-(2.7) is t r ans fo rmed  to a N C D S  of  special f o rm 

r - 2  r -  1, 
ex = P l ( e x  , t ) e x + Q l ( e x  t ) e u + g e x ( e x ,  t ) ,  ex ( to )  = exo, t > t o  

where  

r - 2  r - 1  
P l ( e x  , t ) e  x + Q l ( e x  , t ) eu  + gex(ex ,  t )  -- Fex(ex ,  e u, t )  = S F e ( R e  x, e u, t)  

Fe is the vec tor -va lued  funct ion (1.6)-(1.15); and 

r - 2  P l ( e x  , t )  = S P o ( ( y r - Z ( e : - 2 ) ,  t ) R  = 

Pi l l ( t )  Pi l2( t )  0 ... 

P l i l ( t )  e122(e 1, t) P123(e 1, t) 0 

: : Plaa(e2x, t )  ".. 

_~ ; ".° 

°. 

• 2 

P l r l ( t )  Plrz(elx ,  t )  P l r 3 ( e x ,  t )  . . .  

= IlPlk, l lk, ,=,  . . . . .  r 

°.. 0 

.°. 0 

.° ". 

• r - 3  
Pl ,  r_2, r _ l ( e x  , t )  0 

r - 2  r - 2  
P l ,  r _ l , r _ l ( e x  , t )  P l , r _ l , r ( e x  , t )  

r - 2  r - 2  
Pl ,  r , r - l ( e x  , t )  P l r r ( e x  , t )  

is a par t i t ioned  n x n matr ix-valued funct ion whose  m × m blocks have the fo rm 

PIl l  = P1,1(t) = -Pol2(t)S21, PII2 -= PII2(t)  = Pm2(t) 

P l k l - P l k l ( t )  = - S k l P o l z ( t ) S 2 1 ,  k = 2 . . . . .  r 

k - I  -- k - I  k - I  
Pl ,k ,k+l==-Plk ,  k + l ( e x  , t )  = P0,k,k+l(O (e  x ) , t ) ,  k = 2 . . . . .  r - 1  

p k -1  - . k - 2 .  k - 2 .  
Plkk---- l~k ( t ) ( ex  , t )  = Sk, k_ lPo ,  k _ l , k ( t ~  (e  x ) , t ) -  

1 k -  -PO.k .k+ l (~  k- ( e  x l ) , t ) S k + l , k ,  k = 2 . . . . .  r - 1  

(2.11) 

(2.12) 

(2.13) 

(2.14) 

(2.15) 

(2.16) 
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Plkl = O, k = 1 . . . . .  r - 2 ;  l = k + 2  . . . . .  r 

- -  1-2 I -2  
P l k l f - P l k l ( e t x - l , t )  = Sk, l _ l P o ,  l_ l , l ( (~  ( e  x ) , t ) -  

- -  . l - 1 .  1 - 1 .  

- S k t P o t ,  l+l~t~ (e.~ ) , t ) S t + l ,  t, k = 3 , . . . , r ;  l = 2 . . . . .  k - 1  

r - 2  tex ), t) Pirr=-Plrr(ex , t )  = Sr.r_lPO, r_l ,r ( f f  r-2" ~-2, 

e k = col(exl, ... , ex~); throughout, 

O k -  Ok(ekx) = COI(GI ( e x l ) ,  O2(exl ,  ex2) . . . . .  Ok(ex,  k -1 ,  exk) )  = 

= HkRe  x = H k e  = e k = c o l ( e  l . . . . .  ek) (2.17) 

and (t~l(exl) = exl = el, ~k(ex ~-1 exk) = -Sk  k-lex k-1 -I- Imex~ = ek, k = 2, . . . ,  r) is an mk-vector-valued 
function, where Hk = I Ikm, O is a constant (]cm) x n partitioned matrix; everywhere, 

- 0 0 

P012(G ( ex ) ,  t )  --- P01E(t) (2.18) 

is an m x m block; when relations (2.4), (2.10) and (2.11) are taken into account, Q1 is a partitioned 
matrix of the form 

r - I  -- r - I  r -  I r - I  
= S a o ( o  (e x l ) , t )  ( 2 . 1 9 )  Qi(ex  , t )  = ~20(o r- (e x ) , t )  

ge~(ex, t) = S g , ( R e  x, t) (2.20) 

is an n-vector-valued function which, when relations (2.5)-(2.7) and (2.8)-(2.12) are taken into account, 
satisfies the estimate 

Igex(ex, t) I = ISge(gex,  t)[ < ISIIge(Rex, t) I -< ISl(kge~lge~l + k ~ 2 1 R e ~ l = )  < - 

<- kg,x~lexl +kg,~21e~l =, V e x e  R n, t > t o  (2.21) 

where kgexj (j = 1, 2) are certain constants such that 

0 _< kg,xl -- I SIIRIkg~l < oo, 0 < ks, 2 -- I SIIRI 2kg~2 < oo (2.22) 

3. D E F I N I T I O N S  A N D  A U X I L I A R Y  L E M M A  O N  T H E  S Y M P T O T I C  
S T A B I L I T Y  I N  T H E  L A R G E  O F  T H E  E Q U I L I B R I U M  P O S I T I O N  O F  

A N O N - L I N E A R  D Y N A M I C A L  SYSTEM 

Let us consider a non-linear dynamical system 

= f ( e , t ) + g ( e , t ) ,  e(to) = e o, t > t  o (3.1) 

where e0, e = e(t)  - e(t; e0, to) are the n-dimensional state vectors of the system at the initial and current 
instants of time and f and g are n-vector-valued functions with 

f ( O , t )  = g ( O , t ) - O ,  Ig (e , t ) l<ks l l e [+kg21e l  2, V e e  R n, V t > t  0 

0-<kgl < ~ ,  0<ks2 < ~  
(3.2) 

where kgj are certain constants. 
It is assumed that a solution of the Cauchy problem for system (3.1), (3.2) exists and is unique. 
We will give some definitions [1-6] that will be used below to investigate the behaviour of the solution 

of system (3.1), (3.2). 
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Definition 1 [1; 2, p. 9; 3, pp. 66, 67]. The equilibrium position e = 0 of system (3.1), (3.2) is said to 
be Lyapunov-stable if, for any number e > 0 and any to > 0, a number 6 - 5(e, to) > 0 exists such that if 

[e01 < 5--- ~(~, to) 

then 

[e(t;e 0,t0) ]<• for all t > t  o 

Otherwise, the equilibrium position e = 0 of system (3.1), (3.2) is unstable. 

Definition 2 [1; 3, p. 68]. The equilibrium position e = 0 of system (3.1), (3.2) is said to be asymptotically 
stable as t ---> + ~  if it is Lyapunov-stable and, for any to > 0, a positive number A - A(t0) < 5(8, to) exists 
such that, if 

[e0l < A 

then 

[e(t; e 0, t0) [ --> 0 as t ---> +0- (3.3) 

Definition 3 [3, p. 68; 4, p. 69]. The domain 

[2 a = {eo~ Rn: leo[ <A-A(to)} 

(for fixed to) such that condition (3.3) is satisfied is called the domain of attraction or domain of 
asymptotic stability (DAS) of the equilibrium position e = 0 of system (3.1), (3.2). 

Definition 4 [3, p. 68; 4, p. 69]. If the equilibrium position e = 0 of system (3.1), (3.2) is asymptotically 
stable as t ~ +oo and all the solutions e = e(t) (0 < t o _ t < oo) have property (3.3), that is, 

A = oo 

then the equilibrium position e = 0 is said to be globally asymptotically stable, that is, system (3.1), 
(3.2) is said to be globally asymptotically stable if 

f/a = Rn 

Definition 5 [5, p. 29]. Let P0 > 0 be a given position number. The equilibrium position e = 0 of  
system (3.1), (3.2) is said to be asymptotically stable in the large if it is Lyapunov-stable and condition 
(3.3) holds for any initial conditions e0 in the domain 

~o = {eo ~ Rn: leol < Po} 

Below, when studying the behaviour of solutions of various NCDSs, we will use the method of 
Lyapunov functions [1-6], which enables us not only to establish asymptotic stability, but also to obtain 
estimates of the DAS of the unperturbed motions of the systems (in particular, when solving problems 
of asymptotic stability in the large, when the domain of initial perturbations cannot be considered to 
be as small as desired). For example, according to the method [2, p. 21; 5, pp. 29, 30; 6, p. 149], if a 
real continuously differentiable scale function v(e, t) is positive-definite [3, p. 235], v(0, t) = 0 and along 
a non-trivial solution e(t) of system (3.1), (3.2) the function 

= O(e(t), t) - bl~(e(t), t) 
bt 

bv(e( t ) ,  + t)(j(e,- t) + g(e, t)) = w(e(t) ,  t) = w(e, t) 
be(t)  

is negative-definite [3, p. 236] in a bounded domain 

~o = { e ~  Rn: v(e , t )<Po ,  t> to}  (3.4) 
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(where P0 > 0 is a real number),  then the equilibrium position e = 0 of  system (3.1), (3.2) is asymptotically 
stable in the large and the domain  f~0 is an est imate of  its DAS or domain  of at t ract ion [2, p. 21]. This 
means  that  all trajectories e(t; eo, to) of  system (3.1), (3.2) that  begin at t = to in the domain  f~0 (3.4) 
will tend to the origin (e = 0) as t ~ oo, that  is, 

]e(t; e o, to)] ~ 0 as t ~ ~ ,  e(to) = eo ~ ~o 

Auxiliary L e m m a .  Let  us assume that  a real  cont inuously differentiable scalar funct ion a~(e, t) and 
real numbers  ~ i  > 0 (i = 1, 2, 3), ~o > O, 0 < Vo < 1 exist such that  

(1) e . l l e [  -- ~(e, t) __ e .2le[ ,  e ~ R n, t > t o v(O, t) = O; 

I a ~ ( e , t ) I  a~(e , t )  (2) ~ <e~3, - - - - ~ s O ,  [e[ sO.t_>t0;  

(3) in est imate (3.2) for  the vector-valued funct ion g(e, t) the coefficients kg i ( j  = 1, 2) satisfy the 
inequalities 

O-<kgl<(l-Vo)~oe~lEvl3, O<Vo<l ;  O<kg2<~ 

(4) the derivative with respect  to t ime t of the funct ion v(e(t), t) along trajectories of  the system 

= f ( e , t ) ,  e ( t o )  = e o, t>_ t  o 

evaluated along a non-trivial solution e(t) = e(t; e0, to) of  the system, satisfies the est imate 

d t )  O v ( e ( t ) ,  t )  O l ) ( e ( t ) ,  
"dt v (e ( t ) '  - bt + Oe(t) t) f ( e ( t ) '  t) <-O~oV(e(t), t), t > t o 

Then  
(1) the equil ibrium posit ion e = 0 of  system (3.1), (3.2) is asymptotically stable in the large; 
(2) the DAS of  the equil ibrium posit ion e = 0 of  system (3.1), (3.2) is the set 

eoiV( 1 . e V l _ k g l ] > O  f~o = { e ~  R " : v ( e , t ) < p o ,  t > t 0 } ;  Po = kg2[ - -Vo)aoe-" ~ (3.5) 

(3) a non-trivial solution e(t) of  system (3.1), (3.2) satisfies the est imate 

-'to( t- to) -I 
le(t)[<~o e [e(to)[, e(to) = eo~ ~o, t>to;  ~]0 = eo2evl, To = Voao 

where  f~0 is the set (3.5). 

Proof. Taking conditions 1-4 of the lemma into account, let us evaluate the derivative with respect to t of the 
function a~ --- v(e(t), t) along trajectories of system (3.1), (3.2). This gives 

b = -~+ ( f ( e , t ) + g ( e , t ) ) < - % v +  Ig(e, t ) l<--%v+ 

-1 - I  < 
+ %3(kgl [el + kg21el 2) -< - Vo%V - ( 1 - Vo)%O + ev3evl u(kg I + kg2evl u) _ 

-2 -1 
< -V0(~O I) + 1){Ev3Evlkg20 + [Ev3•vlkg 1 - ( 1 - V0)~ o] } < -V0~0U = 

= -TO ° , e(to) = e0~ f~0, t>-to; 0 < v 0 < l ,  T0 = Voao (3.6) 

where f~0 is the set (3.5). 
Hence, by condition 1 of the lemma, we deduce the validity of parts 1 and 2. 
The estimate (3.6) and condition 1 of the lemma imply the inequality 

o(e,t)<_e-'t°(t-t°)v(eo, to), e(to) = eo~ ~ O, t> t  0 (3.7) 

where ~0 is the set (3.5). It follows from inequality (3.7) and the estimates for the function a~(e, t) in condition 1 
of the lemma that the third part of the lemma also holds. The lemma is proved. 
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4. C R I T E R I A  F O R  T H E  S T A B I L I Z A B I L I T Y  OF NCDS 

1. We will first consider the behaviour of a solution ex(t) of the NCDS 

r-2  r - l ,  
d x = P l ( e x  , t ) e x + Q l ( e x  t ) e  u, ex( t  o) = exo, t > t  o (4.1) 

(where ex is the state vector (2.8) of the system, P1 and Q1 are the matrix-valued functions (2.15)-(2.18) 
and (2.19)), closed by a control law eu (1.18), (1.17) represented, with due note of (2.8)-(2.12), in the 
form 

e, = Foe = e u x - F o R e  ~ = F0e~ (4.2) 

where F0 is a constant m x n matrix consisting of m x m blocks: 

ro = r o e  = lifo, . . . . .  FoAl (4.3) 

FOk = FOk--FO, k+iSk+l,k , k = 1 . . . . .  r - l ;  For (4.4) 

and the equations of the transients (in the above closed-loop system) have the form 

ex = P (  e r - l , t ) e x  ' ex( to)  = exo, t > t  o (4.5) 

Here 

r - I  r -2  r - l ,  r -2  r - I  
P l ( e x  , t )  + Q l ( e x  = P ( e  x , t )  = t )Fo (4.6) P l ( e x  , t ) + P z ( e x  , t )  

is an n x n matrix-valued function, where P1 is the matrix-valued function (2.15)-(2.18) and, when 
relations (2.19), (2.4) and (2.17) are taken into account 

P2(e  x 1, t) r -  1 - -  r -  1 r -  1 -- r -  ~" Q l ( e x  , t )Fo = Qo(o  (e  x ), two = 

:l o 
POr, r+ 1( Or-  l(e:-1), t)Fo (4.7) 

is an n × n partitioned matrix function. 

L e m m a  1. Assume that the following conditions hold: 
(1) the matrix Fo (4.3), (4.4) has m × m blocks: 

FOk = Fok-Fo, k+lSk÷l,k = O, k = 1 . . . . .  r - l ;  For = F o r - S r ÷ l , r  (4.8) 

where S~ ÷ 1, k (k = 1 . . . . .  r) are m x m blocks, and the m x m blocks F0k (k = 1 . . . . .  r) of the m x n 
matrix F0 (1.17) may be represented in the form 

I'~ok = FO, k + l S k + l ,  k = S r + l ,  rSr ,  r _ l . . . S k + l , k ,  k = I . . . . .  r - 1  

F o r - S r +  l,r = For (4.9) 

so that the matrix F0 (4.3), (4.4) has the form 

F0 -- 11o, F0rll -- IlO, Sr+  ,AI (4.10) 

(2) Sk + 1, ~ (k = 1, . . . ,  r) are non-singular constant m x m blocks representable in the form 

Sk+l,  k = B-klys, k+l ,k ,  k = 1 . . . . .  r (4.11) 
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where Bg (k = 1 . . . .  , r) are the matrices defined by Eqs (1.10) and (1.13); 7s,~ + 1,k (k = 1 . . . . .  r) are 
certain real numbers satisfying the inequalities 

7S, k+!,k>0,  k = 1 . . . . .  r - l ;  7s,~+l,~<0 

(ITS, k+l,kl = ~ ' S , k , , , k > 0 ,  k = 1 . . . . .  r -  1;  ITS, r + , . ~  = --'~S,r+l,r >0) 

7s21 >7os21 = [2-k(A;)]-l( r -  1) 
(4.12) 

= 6kk+( r - -k )+  a6k t , k = 2 . . . . .  r 

where 

0 < _~(AI) = rrf ininf~, i (Al( t ) )  
i t> t  o 

0 < _k(Ak) = min inf ~,i(Ak(tjk-  1 k-  (e x 1), t)); 
i k-I 

e x 6 R (k- l)m, t ~ t o  

i = 1, ..., m 
(4.13) 

- o'k(ex k) is the vector-valued function (2.17); ~ (Ak) are the eigenvalues of the matrix-valued functions 
A k  (k  = 1, . . . ,  r) (1.11), (1.2), respectively 

~, i (A i )=-Ki (Al ( t ) ) ,  ~ i (Ak)==-~i (Ak(6k- l (ekx- l ) , t ) ) ;  k = 2 . . . . .  r; i = 1 . . . . .  m 

~Sakk, Ct~U (k = 2 . . . . .  r; I = 1, . . . ,  k - 1) are non-negative real numbers: 

~ G 2 2  s u p l ~ 2 2 ( t ) l ,  - o = G22(ex, t )  = G 2 2 ( t )  
t> t  o 

~t~kk = sup Gkk(ekx -2, t ) ,  k = 3 . . . . .  r 
k - 2  e x E R (k-2)rn, t ~ t  0 

- -  k - 2  
Gkk(e x , t )  = Sk,  k -  I P0, k -  1, k(  (~k -  2(ekx-  2), t)  + 

- -  k - 2  k - 2  , - -  0 
+[Sk, k_lP0, k_l,k(ff (e  x ), t)]  , Gkl(ex,  t )=-Gkl ( t ) ;  k = 2 . . . . .  r (4.14) 

- -  O 0  
PO12(O (ex), t )~Pol2(t)  

ack I = s u p l G k l ( t ) [  2,  k = 2 . . . . .  r 
t>-t o 

- t -  t ) ,  k = 3 . . . . .  r ;  l = 2 . . . . .  k - 1  txck / = sup Gkl(ex 1, 
l - I  e x E R ( I - I ) m , t ~ t o  

Then the equilibrium position ex = 0 of the NCDS (4.1), (2.8), (2.15)-(2.19) closed by the control 
law eu (4.2)-(4.14), (4.8)-(4.14) with linear feedback depending on the state ex is stabilizable, so that 
the following propositions hold: 

(1) the equilibrium position eu = 0 of the transient equations (4.5)-(4.14), (1.10)-(1.13) (in the above 
closed-loop system) are globally asymptotically Lyapunov-stable; 

(2) the solution ex(t) of this system satisfies the estimate 

{ex(t)[ _< e-a°(t-t°)lex(to) [, t > t o (4.15) 
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w h e r e  ~0 is the  pos i t i ve  r ea l  n u m b e r  

~o = ~ n l ~ e x g ,  k = 1 , . . . , r ;  
k 

Yu. K. Z o t o v  

1 
Ctex I = ~ [ a O l  I - ( r -  1)] > 0 

I~exk ---- [~Gkk -- ( r -  k)  - ~ k l  > 0,  k = 2 . . . . .  r 
l = l  

{~GII ~- 2TSEI~(AI)  > 0,  {~Gkk = 2~-(Ak)l~[S,k+ l,,l - ~cgg > 0, k = 2 , . . . , r  

(4.16) 

Proof. We first note that  in the transient  equations (4.5)-(4.7), where P is the matrix-valued function (4.6) in 
which P1 is given by (2.15 )-(1.18), the matrix-valued function P2 (4.7) (taking into account that the blocks Fog and 
Fog (k = 1 . . . . .  r), respectively, of the matric F0 (4.3), (4.4), (4.8), (4.10) and F0 (i.17), (4.9) satisfy relations (4.8) 
and (4.9) [of the first condit ion of the lemma]) has the form 

r -  r - l  r - I  . r - I  r -  
P2(ex  I , t )  = d iag (O,  P2rr(ex  , t ) ) ,  P2rr(ex  , t )  = Pot, r+ I(¢Y (ex 1 ) , t ) r o r  

We now consider the Lyapunov function 

(4.17) 

where 

and evaluate the derivative with respect to t ime t of the function V(ex(t)) (4.18) by virtue of the transient  equations 
(4.5)-(4.14), (1.10)-(1.13), along the non-trivial solution ex(t) of the system, taking into account that the blocks 
Sg + a, g (k = 1 . . . . .  r) satisfy relations (4.11)-(4.14) (of the second condit ion of the lemma).  We finally obtain 

where 

V(ex(t))  = W(e , ( t ) ,  t), t >  t o (4.19) 

, ~ .  r - I  
W(e x , t )  = e x o [ e .  , t )ex  

is a quadrat ic  form in which (taking relations (4.6), (2.15)-(2.18) and (4.17) into account) 

G(e  r-  1, t) ~ . .  r -  1 - - ,  r -  I = ~ [e x , t ) =  P ( e r x - ' , t ) + r  (e x , t ) =  IlGk,llk,,=l . . . . . .  

is a symmetric n × n matrix-valued function in which Gkt (k, l = 1 . . . . .  r) are m x m blocks: 

Gll  = G t l ( t  ) G * ( t )  o = = G i l ( e  x, x) = P i l ( t )  + Pl*l(t) = -2~[s21Al(t) 

, k -  k - I  _ , .  k - I  . 
a k  k ~- akk(ekx- I, t) Gkk(ex  I, t )  = = Pkk(ex , t )  + rkk te  x , t )  = 

2 A k ( t y k - I  k - I  t -- k - 2  = - (e x ), )[yS, k+l ,k[+Gkk(ex , t ) ,  k = 2 . . . . .  r 

Glk(t  ) = Gk*l(t), Gkl(t  ) = Plk l ( t ) ,  k = 3 . . . . .  r; Gi2(t) = G~l(t ) 

G21(t) = p h i ( t )  + p . 2 ( t )  ' Gkl(elx - I ,  t) = Plkl(elx - 1, t) 

~ , .  l - I  
Gtk(et,-l,  t) = t ,u~e . , t); k = 4 . . . . .  r; l = 2 . . . . .  k - 2  

Gk, k+l(ekx- l , t )  k-1 p .  k-1 = Pl, k ,k+l(e x , t ) +  1,k+l,k(ex , t )  

r .*  . k - I  
Gk+l,k(ekx-l , t )  = Uk, k+l[e . , t ) ;  k = 2 . . . . .  r - 1  

P l l ( t )  = P i l l ( t )  = - P o l 2 ( t ) S 2 1  = - [ A  I ( t ) B  l ]S21 = - [ A I ( t ) B I ] [ B I  1~/521] = - A l ( t ) ~ s 2 1  

(4.20) 

(4.21) 

(4.22) 

V(e . )  = le.[ 2 = ex*e . (4.18) 
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k - I  k - I  
Pt~(ex , t)  = P l k k ( e x  , t )  = 

- k-2 .  k-2.  - (e x l ) , t )Sk+L k =  = Sk, k_lP0,k_l,k(ff  (ex ) , t ) _ P o ,  k ,k+l(Ok-I  Ic- 
-- k - 2 .  k - 2 .  I k - I  

= Sk, k_lPo, k_Lk(O (e~ ) , t ) - [ A k ( f f  k-  (e x ),t)Blc][B-kl~[s,k+l,k] = 

. k - 2 .  k - 2 .  1 k - I  
= Sk, k _ l e O ,  k - l , k ( ( ~  (e  x ) , t ) - A k ( t ~  k-  ( e  x ) , t ) l "~s ,k+l ,k  I 

]VS, k+t, kl = 7S, k+Lk >0 ;  k = 2 . . . . .  r - 1  

Prr(e, ~- 1, t) = Pir,(e r-z, t) + Pzrr(e r- 1, t) = 

-- r - 2  r - 2  -- r -  (e x l ) , t ) S r + l , r  = = S . . . .  IPo, r - l , r (  O (ex ) , t ) + P 0  . . . .  + l ( o  1 r-  

- -  r - 2  r - 2  r - I  r - I  
= S  . . . .  IPO, r - l , r (  ¢~ (e~ ) , t ) + [ A k ( f f  (e x ) , t ) B r ] [ B r l ~ s , r + l , r ] =  

- r - 2  r - 2  1 r - I . ,  t . ,  
= S . . . .  1eo, r - l , r (  f f  (ex  ) , t ) - A r (  f i r -  (er  ) )l~[s,r+l,r[ 

['~S,r + l,r[ -- - '~S,r + l ,r  > 0 '  "~S,r + l ,r  < 0 

(4.23) 

- ~ ( e  k) is the mk-vector-valued function (2.17), the m x m blocks Gkk (k = 2 . . . . .  r) are defined by the formulae 
in (4.14), and by expressions (4.8) and (4.9) 

For = FOr = S r + l , r  

We will est imate the quadrat ic  form W(ex, t) (4.20)-(4.23). 
To that  end, we first observe that, since the matrix-valued functions A~ (k = 1, ..., r) are positive-definite and 

estimates (1.11) are valid, we have the est imates 

~_(Al)lexl[ 2 < e*xlAl(t)exl < ~(A1)[exll 2, Vt  > t o 

~_(ADle ,k]2 < e,xkAk(6k- l (ek x-  1), t)ex k < ~(ADlexkl2 
Vekx- lE R (tc-l)m, V t > t  O, k = 2 . . . . .  r 

(4.24) 

where h(Ak) > 0 (k = 1 . . . . .  r) are the real numbers  (4.13) and 

0 < ~,(AI) = maxsup~. i (Al ( t ) )  
i t_> t o 

0 < ~. (ak)  = m a x  s u p  ~ . i ( A k ( o k -  l (ek  x -  1), t ) )  
i k - I  --(k- l)m 

e x ~ l t  , t > t  O 

i = 1 . . . . .  m; k = 2 . . . . .  r 

(4.25) 

We then est imate the quadrat ic  forms 

W l l ( e x p  t) = exlGll(t)exl,* Wkk(ekx, t) = exkGkk(e x *  k-  1, t)exk, k = 2 . . . . .  r (4.26) 

Taking relations (4.22) and (4.14) into account, we obtain 

Wll(exl ,  t) = ex lGl l ( t ) ex l  -2e*xl~/s21Al(t)exl <-%l~le~l 2 

k . ~  . k - I  
Wkk(ex, t) = exkt_,kk(ex , t)e~k = 

e * k t -  k = l  k - ,  --  k - 2  = 2ak(ff (e x ),t)l)'S,k+l,k[ +Gkk(ex , t)]exk < 

<-[2-k(ADlTs, k + l, k l -  [Gkk(ekx - 2, t)l]lexkl2 < _~Gale~kl2, k = 2 , . . . , r  

(4.27) 

where a ~  (k = 1 . . . . .  r) are the positive real  numbers  (4.16), (4.12)-(4.14). 
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Now, taking relations (4.22), (4.23), (4.26) and (4.27) into account and using the inequalities 

2exkGt, t(e x 1, ,)ex t < 2[le**kllGkl(etx - ~, t)l]le~, ] _< led2+ ~ktle~kl2 

k = 2 . . . . .  r; l = 1 . . . . .  k - 1  

where ¢XGk/are the non-negative real numbers defined by the last two formulae of (4.14), we estimate the quadratic 
form W(ex, t) (4.20)-(3.24) 

r r Fk-I 1 
~ .  r - 1  g, k -  : ' g ~  . l - I  

W(ex, t) = ext*(ex ,t)ex = ~ exkGkk(ex l,t)ex,+ 2 ~,  l ~ext t 'k l tex  ,t)ext < 
I k = l  k=2!-  = l l  

r r f k - I  } 

< exkOkttex ,t)ex k+ [lexll2+ asktlek, 2] = 

k = l  k = 2  1=1 

r ,k t kx-l't [( k-I ] t =e*xl[Gll(t)+(r-1)lm]exl+ ~ e Gkk(e )+ r - k ) +  acTtt 1 m exk < 
k = 2  ~ L l = l  .J J 

<I-aa t t  +(r-1)]lexlt2+ --aGkk +(r--k)+ ~ O~akl exk{ 2=  
I = 1  _1 

r 

= -2  exklexkl 2 <~-2%[exl 2 = -2%V(ex(t)) ,  t > t o (4.28) 
k = l  

where ¢Xe~k > 0 (k = 1 . . . . .  r), ~0 > 0 are the real numbers from (4.16), (4.11)-(4.14). It follows from relations 
(4.19) and (4.28) that 

from which we find 

f ' (ex(t))  = W(ex(t),  t) <-2O~oV(ex(t)), t > t o (4.29) 

V(ex(t))  < V(ex(to))exp[-2C~o(t- to) ], t >_ t o 

Hence, again using relations (4.18), we obtain 

lex(t)[ 2 < [ex(to)12exp[-2ao(t- to)], t > t o 

Consequently, the equilibrium position ex = 0 of the transient equations - system (4.5)-(4.14), (1.10)-(1.13) - is 
globally asymptotically Lyapunov-stable, and the solution ex(t) satisfies the estimate 

[ex(t) I _< exp[-~o(t - to)]le~(to) l, t >- t o (4.30) 

that is, the equilibrium position ex = 0 of the NCDS (4.1), (2.15)-(2.19), closed by the control law eu (4.2)-(4.4), 
(4.8)-(4.14), with linear feedback depending on the state ex, is stabilizable. This completes the proof of Lemma 1. 

2. Le t  us consider  the behaviour  of  the solution ex(t) of  the NCDS of  special form (2.13)-(2.22) 

r - 2  r - l ,  
ex = Pl(ex , t ) e x + Q l ( e x  t)eu+gex(ex, t), ex(to) = Go, t>to  

(where e~ is the state vector  (2.8) of  the system, P1 and Q1 are the matrix-valued functions (2.15)-(2.18) 
and (2.19), and gex is the vector-valued funct ion (2.2)-(2.22)), closed by a control  law eu (1.18), (1.17) 
represented,  if relat ions (2.8)-(2.12) are taken into account,  in the form (4.2)-(4.4) 

e u = r0e  = e ,x - -FoRe  x = F0e~ (F0 = FoR) 

and transient  equat ions  (in the above closed-loop system) of  the form 

dx = p (e  r - t ,  t)ex +gex(ex, t), ex(to) = exo, t > t o (4.31) 
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where P is then n x n matrix-valued function (4.6), (2.15)-(2.18), (4.7) andg= is the vector-valued function 
(2.20)-(2.22). 

L e m m a  2. Assume that the conditions of Lemma 1 are satisfied and that in estimate (2.21) for the 
vector-valued function ge~ (2.20) the coefficients kge~j (j = 1, 2) (2.22) are such that 

O<-kgex  I = ISIIRIkg~l < ( 1 - V o ) a 0 ,  0 < v 0 <  1 

0 < kgex 2 = ISItRl2kge2 < o~ 
(4.32) 

where k el ,  kge2 and c~0 are the constants defined by (2 7), (1 14), (1.15) and (4.16), (4.11)-(4.14). 
Then the NCDS of special form (2.13)-(2.22), (4.32), closed by a control law e, (4.2)-(4.4), (4.8)-(4.14), 

with linear feedback depending on the state ex, is stabilizable, so that the following propositions hold 
for the solution ex(t) of the transient equation (in the above closed-loop NCDS) - the system (4.31), 
(4.6), (2.15)-(2.18), (4.7), (2.20)-(2.22), (4.32): 

(1) the equilibrium position ex = 0 of system (4.31), (4.6), (2.15)-(2.18), (4.7), (2.20)-(2.22), (4.32) 
is asymptotically stable in the large; 

(2) the DAS of the equilibrium position ex = 0 of system (4.31), (4.6), (2.15)-(21.8), (4.7), 
(2.20)-(2.22), (4.32) is the set 

f~exO = {ex e R": V(ex)  = lexl < pex0} (4.33) 

where 

-1 
9exO = kgex2[ (1 -Vo)Oto -kgex l ]  > 0 '  O<Vo< 1 (4.34) 

CO being the constant defined by relations (4.16), (4.11)-(4.14); 
(3) a non-trivial solution ex(t) of system (4.31), (4.6), (2.15)-(2.18), (4.7), (2.20)-(2.22), (4.32) satisfies 

the limit 

lex(t)l<e-V°('- '°)]ex(to)[,  e x ( t O ) ~ e x  O, t> to ;  ] t0=V00t 0 (4.35) 

where f~ex0 is the set (4.33), (4.34). 

Proof. We shall show that the assumptions of the Auxiliary Lemma hold for system (4.31), (4.6), (2.15)-(2.18), 
(4.7), (2.20)-(2.22), (4.32), written in the form 

d x = f ( e  x , t )+gex(ex , t ) ,  ex(to) = exo, t > t  o (4.36) 

where 

P(e x , t)e x (4.37) f ( e  x, t) =- r -  1 

and ge~ is the vector-valued function (2.20)-(2.22), (4.32). 
Consider the Lyapunov function 

~g 1/2 
1)(ex) = ]ex[ = (V(ex))  u2 = (e x e x) (4.38) 

where V(ex) is the function (4.18). 
Conditions 1 and 2 of the Auxiliary Lemma hold for the function ~(ex) (4.38), (4.18), where 

Evi = 1, i = 1,2,3 (4.39) 

Because of relations (4.39) and (4.32), the coefficients kge~j (j = 1, 2) (2.22) in the estimate (2.21) for the vector- 
valued function ge~ (2.20) satisfy the estimate in condition 3 of the Auxiliary Lemma, where ~0 is the constant defined 
by relations (4.16), (4.11)-(4.14), 

kgl = kgexl = [Sl[Rlkgel>O, kg2 -- kgex2 = [S[IRl2kee2 >0 ,  ~vi = 1,  i = 1 , 2 , 3  

where kgel >__ O, kge2 > 0 are the constants defined by relations (2.7), (1.14) and (1.15). 
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Since the conditions of Lemma 1 hold, it follows that the derivative with respect to t of the function V(ex(t)) 
(4.18) along trajectories of system (4.5)-(4.7), (2.15)-(2.18), written in the form 

d x = f ( e  x,t), ex(to) = exo, t > t  o (4.40) 

where f is the vector-valued function (4.37), satisfy relations (4.19), (4.20), (4.28) and (4.29) 

(/(ex(t)) = W(ex(t))  < - 2 % V ( e x ( t ) ) ,  t >_ t o (4.41) 

where W(ex(t)) is the function (4.20)-(4.23) and ~0 is the positive number defined in relations (4.16), (4.11)-(4.14). 

Taking the estimate (4.41) into account, let us evaluate the derivative with respect to t of the function ~)(ex(t)) 
(4.38), (4.18) along trajectories of system (4.40), (4.37). We obtain 

O(ex(t))  = [ (V(ex( t ) ) ) la]"  = 
(/(ex(t)) 1 

= ~ 9 ( e x ( t ) )  = 
2(V(e~(t)))  it2 21~(ex(t)) 

1 bV(ex) . 1 
= 2o(ex(t) ) ~ f ( e  x, t) <_-2V(ex(t))2OtoV(ex(t)) = 

1 2 
- 21~(ex(t))2Oto[V(ex(t))l = -O~oO(ex(t)), t> t o (4.42) 

and hence the fourth condition of the Auxiliary Lemma is holds. 
Thus, system (4.36), (4.37), (2.20)-(2.22), (4.23) satisfies all the conditions of Auxiliary Lemma and consequently 

the conclusions of the lemma are true; but by (4.38) and (4.18), those conclusions are identical with the assertions 
of Lemma 2 for system (4.31), (4.6), (2.15)-(2.18), (4.7), (2.20)-(2.22), (4.32), written as the system (4.36), (4.37), 
(2.20)-(2.22), (4.32), Lemma 2 is proved. 

3. We now consider the behaviour of a solution e(t)  of a NCDS in canonical form 

- -  r - 1  
= Po(er-2 ,  t ) e + Q o ( e  , t ) e  u, e ( t  o) = eo, t>-to (4.43) 

(where/50 and ~)0 are the matrix-valued functions (2.3) and (2.4)), closed by the control law e. (1.18), 
(1.17) 

e, = Foe 

with linear feedback depending on the state e, and transient equations (in the above closed-loop system) 

= Po(e  r - l ,  t )e ,  e( to)  = eo, t > t o (4.44) 

where P0 ( er- ~, t) is the n x n matrix-valued function 

r - I  -- r - 2  - -  r - l ,  
Po(e  , t) = Po(e  , t )  + Qo(e t)Fo = Pol(er-2 ,  t ) + P o 2 ( e  r - l ,  t) 

The n x n partitioned matrix-valued functions have the form 

Pol -e  r -  2 , ( t )  - r -  2 = P o ( e  , t )  

I O 
Po2(e r - l , t )  = O o ( e  r - l , t ) F O  = I 

Pot, r+ 1( e r -  1, t ) F o  I 

(4.45) 

(4.46) 

(4.47) 

Theorem 1. Assume that the conditions of Lemma 1 hold. 
Then an NCDS of canonical form (4.43), (2.3), (2.4), closed by the control law eu (1.18), (1.17), 

(4.8)-(4.14), with linear feedback depending on the state e, is stabilizable, so that a solution e(t)  of the 
transient equations (in the above closed-loop NCDS) - the system (4.44)-(4.47), (1.17), (4.9)-(4.4) - 
satisfies the following assertions: 
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(1) the equilibrium position e = 0 of system (4.44)-(4.47), (1.17), (4.9)-(4.14) is globally asymptotic- 
ally stable; 

(2) a non-trivial solution e(t)  of system (4.44)-(4.47), (1.17), (4.9)-(4.14) satisfies the estimate 

le(t)l <-[$oe-=°<t-t°)le(to)l, e( to)  = eo, t > t o ;  6o = IRIISI (4.48) 

where c~0 is the positive number defined in relations (4.17), (4.11)-(4.14). 

Proof .  We first apply a non-singular linear transformation of coordinates of the state space of the 
form (2.8)-(2.12) 

e x = Se  ( e = S - l e x = R e x )  

to the NCDS in canonical form (4.43), (2.3), (2.4), bringing it to the form of the NCDS (4.1), (2.15)-(2.19) 

r - 2  r - I  
= + Q l ( e ~  , t ) e . ,  e~( to )  = exo, ex P l ( e x  , t ) e x  t > t o  

The first and second conditions of Lemma 1 hold for the NCDS (4.1), (2.15)-(2.19), so that the 
conclusions of that lemma are also true for the system. 

It follows from the assertions of Lemma 1, the non-singularity of the transformation of variables 
(2.8)-(2.12) and the estimates 

lel - - -  Igexl <-IRIlexl, lexl = ISel <-ISIlel (4.49) 

that the assertions of Theorem 1 hold for a NCDS (4.43), (2.3), (2.4) of canonical form, closed by a 
control law eu (1.18), (1.17), (4.8)-(4.14) with linear feedback depending on the state e, and also for a 
solution e(t)  of the transient equation (in the aforementioned closed-loop system). This completes the 
proof of Theorem 1. 

4. Finally, let us consider the behaviour of the solution e( t )  of the initial NCDS in deviations 
(2.1)-(2.7): 

= P0(e r-2, t )e  + Q.o(e r -  1, t)eu + ge(e,  t),  e( to)  = e o, t > t o 

closed by the control law eu (1.18), (1.17) 

e u = Foe  

with linear feedback with respect to the state e, and transient equation (in the aforementioned closed- 
loop system) 

r - I  
= Po(e  , t ) e + g e ( e , t ) ,  e( to)  = eo, t > t  o (4.50) 

where P0 is the matrix-valued function (4.45)-(4.47) and ge is the vector-valued function (3.5)-(2.7). 

Theorem 2. Assume that the conditions of Lemma 2 are satisfied, the vector-valued functionge (2.5) 
satisfies the estimate (2.6), (2.7), and in the estimate (2.21) for the vector-valued function gex (2.20) the 
coefficients kgex j (j = 1, 2) (2.22) satisfy inequalities (4.32). 

Then the initial NCDS is deviations (2.1)-(2.7), closed by a control law eu (1.18), (1.17), (4.8)-(4.14) 
with linear feedback depending on the state e, is stabilizable, so that the following propositions hold 
for a solution e(t)  of the transient equation (in the aforementioned closed-loop NCDS) - system (4.50), 
(4.45)-(4.47), (1.17), (4.8)-(4.14), (2.5)-(2.7): 

(1) the equilibrium position e = 0 of system (4.50), (4.45)-(4.47), (1.17), (4.8)-(4.14), (2.5)-(2.7) is 
asymptotically stable in the large; 

(2) the DAS of the equilibrium position e = 0 of system (4.50), (4.45)-(4.47), (1.17), (4.8)-(4.14), 
(2.5)-(2.7) is the set 

f~,o = { e  ~ R": e = Re  x, e x ~ ~"~exO} (4.51) 

where ~x0 is the set (4.33), (4.34); 
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(3) the following estimate holds for a non-trivial solution e(t) of system (4,50), (4.45)-(4.47), (1.17), 
(4.8)-(4.14), (2.5)-(2.7). 

le(t)l < ~oe-r°('-t°)le(to) I, e(t  o) ~ f~eO, t > to (4.52) 

where 

[30 = [RIISI, 70 = v0a0, 0 < v 0 < 1 

is the positive number defined in relations (4.16), (4.11)-(4.14), and ~'-~e0 is the set (4.51). 

Proof. We first apply a non-singular linear transformation of coordinates in the state space of the 
type (2.8)-(2.12), 

e x = Se ( e = S - l e x = R e  x ) 

to the initial NCDS is deviations (2.1)-(2.7), to obtain a NCDS (2.13)-(2.22) of special form 

r - 2  t r - I  
ex = Pl(ex , )ex + Ql(ex , t )eu +gex(ex , t ) ,  ex(to) = exo, t > t  o 

In estimate (2.21) for the vector-valued functiongex (2.20), the coefficients kgexi ( j  = 1, 2) (2.22) satisfy 
inequalities (4.32). 

Since the NCDS of special form (2.13)-(2.22), (4.32) satisfies the conditions of Lemma 2, the conclu- 
sions of that lemma hold for this system. 

It follows from the assertions of Lemma 1, the non-singularity of the transformation of variables 
(2.8)-(2.12) and the estimates (4.49) and (4.32) that the conclusions (analogous to those of Lemma 2) 
formulated in Theorem 2 hold for the initial NCDS in deviations (2.1)-(2.7), closed by a control law 
eu (1.18), (1.17), (4.8)-(4.14) with linear feedback depending on the state e, and also for a solution e(t) of 
the transient equation (in the aforementioned closed-loop NCDS) - the system (4.50), (4.45)-(4.47), (1.17), 
(4.8)-(4.14), (2.5)-(2.7). This completes the proof of Theorem 2. 

5. A P P E N D I X  

The equations of dynamics for an NCDS of the type of an electromechanical system (such as an electro- 
mechanical manipulator robot), comprising a slave mechanism (SM), electric drives (ED) based on DC 
motors, and with rigid reductors, have the following form [7] 

ar on], 
dt~.Odlj- ~qq + ~q  + Qc =-- Ao(q)q  + bo(q, gl, t) = Qu 

.-1 -1 
J ~  + ko(~ + tp rip Qu = kMla, L i ,  + R I  a + ke(X = u 

(5.1) 

The first equation describes the dynamics of the SM in the form of Lagrange equations of the second 
kind and the second and third equations describe the dynamics of the ED. Here q = col(q1 . . . . .  qm) is 
the m-dimensional vector of generalized coordinates ql . . . . .  qm of the SM, m is the number of degrees 
of freedom (mobility) of the SM andAo(q)  is the continuously differentiable symmetric positive-definite 
m x m matrix-valued function of kinetic energy T = q* Ao(q)cl/2 of the SM, where 

IA0(q)l _< kAo , V q  E R ra (5.2) 

for some constant 0 < kAo < ~;  analogous estimates hold for the partial derivatives of its elements; 
aoij(q) (i, j = 1, . . . ,  m )  are scalar functions of their arguments; 

,. , , .  l[-~(q*A0(q)q)'l.  
bo(q, dl, t) = ~ o t q ) q -  21 -~q ] + Qn + Qc (5.3) 
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VOH(q)7* Qn = Qn(q) = L 0q J = col(Qnl(ql)  . . . . .  Qnm(qm)) 

0H(q)  i = 1 . . . . .  m 
Qni(qi) = Oq i , 

(5.4) 

[Qn(q)[ <kQn, Vq E R m (5.5) 

Qe = Qc(q, dl, t) = Oc(q, t)d 1 (5.6) 

Qn is the m-dimensional vector of potential forces driving the SM, YI = H(q) is the potential energy 
of the SM, Qni(qi) are continuously differentiable functions, kQn >- 0 is a constant, Qc is the m-dimensional 
vector of generalized forces (torques) of resistance acting on the degree of mobility of the SM, 
6)c(q, t) = (Oc(q, t) + Oc*(q, t))/2 is a continuously differentiable, symmetric, positive-definite m x m 
matrix-valued function, I a is the m-dimensional vector of currents in the armature circuits of the DC 
motors, u = col(u 1 . . . . .  Urn) is the m-dimensional vector of controls - controlling voltages applied to 
the armature circuits of the DC motors, Qu = col(Qua, ... , Qurn) is the m-dimensional vector of 
generalized forces (torques) applied to the degrees of mobility of the SM, J, ko, kM, L,  R, Ice are the 
diagonal matrices of electromechanical parameters of the DC motors, which are positive real quantities, 
ip and Tip are the diagonal matrices of transfer coefficients and coefficients of useful action of the 
reductors and ct = ipq, where t~ is the m-vector of angles of rotation of the shafts of the motors. 

The equations of motion of an NCDS of type (5.1)-(5.6), written in terms of deviations e and e, (1.4), 
are 

e = z - zp = col(e l, e 2, e3), z = col(q, (1, I .) ,  zp = col(qp, qp, lap ) 

(e I = q - qp, e 2 = (1 - (1p, e 3 = I a -- lap), Zp I~ ~'~Zp 

~Zp {Zp col(qp, (1p, lap ) tE R3m: m = = q p ~  R ,Clp~ Rm, Iap~ Rm; 

I(1p(/)l <-k~2p<~*, Ilap(t)t <kz3p<~;  t> /o} ;  eu = u - u p  

(5.7) 

The deviations are measured, from their programmed values Zp and Up (where 0 < kzzp < 0% 0 < k~3e < oo 
are constants), represented in the form of system (1.5)-(1.10) with n = 3m, r = 3 and 

Fel(e 2, t) = (t-(1p = gel( el , t) + P0t2(t)e 2 

(gel(e l , t) = 0, Pol2(t) = AI( t )B  1 = Ira, Al(t ) = B 1 = Im) 

Fe2(e 3, t) = A- l (q ) (kMIa-  b(q, (1, t ) ) -  A- l (qp)(kMlap-  b(qp, (1p, t)) = 

= geE(e 2, t) + PoEa(e I, t)e 3 

ge2(e 2, t) = A- l (q) (kMlap-  b(q, (1, t ) ) -  A- l (qp)(kMlap-  b(qp, (1p, t)) = 

= [A-l(q) - A - l ( q p ) ] ( - b ( q p ,  (tp, t) + kMlap ) - A - t ( q ) A b ( e l ,  e2, t) = 

= A.4(el, t ) ( -b (qp ,  Lip, t) + kMIap) - A - l ( q ) A b ( e l ,  e 2, t) 

AA(el, t) = A - l ( q ) - A - l ( q p )  = A - l ( e l + q p ) - A - l ( q p ) ,  q = e l + q p  

.2 -1 . 
PoE3(e 2, t) = A2(e l, t)B 2 = (Jtpllp+ Ao(q)) 11ptpk M = A-t(q)kM 

A2(e l, t) = (ji2pTIp + Ao(q)) -l,  l 2 = 11pipk M 

(5.s) 
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F3(e,  eu, t) = L- l (eu  - R ( I  a - l a p  ) - keip(Ti - Tip)) = ge3(e 3, t) + Po34(e 3, t )e  u 

ge3( e3; t) = - L - I  ( R(  Ia - lap ) + keip( Ti - Tip)) 

Po34(e 2, t) = Aa(e 2, t )B  3 = L -1, A3(e 2, t) = L -1, B 3 = I m 

.-1 - 1 . . . 2  
a ( q )  = Jip + iplr lplAo(q)  = tp lip (Jlt,  TIp+ a o ( q )  ) 

b(q ,  TI, t) . . . .  1 -1 = kotpq + tp lip bo( q, TI, t) 

Here 

IAa(e ,')l-<k lell, Vel ~ Rm' t> to  (5 .9)  

where 0 < / ~  < ~ is a constant; analogous estimates hold for the partial derivatives of its elements: 
Adi. (et, t) (i, j = 1, ... , m )  are scalar functions of their arguments, A2(e  l, t) is a symmetric, positive- 
de~nite matrix-valued function: 

AQn(el, t) = Q n ( e l  + qp) - Q n ( q e )  

IAQn(el, t)l < kAonle,I, Vel  ~ R 'n, t > t o 
(5.10) 

kLxQII >- 0 is a c e r t a i n  constant; 

AQc(e  I, e 2, t) = Qc(q,  TI, t) - Qc(qp, Tip, t) = 

= Oc(q, t)Ti - Oc(q  p, t)Tip = Oc(e 1 + qp, t)e 2 + AOc(e 1, t)Tip 

AOc(e l ,  t) = Oc(e  I + qp, t) - Oc(qp, t) 
(5.11) 

IAQc(e,, e2, t)l _< kAec,le l + kAQ 21e21, V e l ,  e 2 ~ R m, t > t o 

kAQcl >- O, kAQc2 > 0 a r e  c e r t a i n  cons t an t s ,  a n d  

A b ( e  I, e 2, t) = b(q,  q, t) - b (q  o, qp, t) = koip(q - qp) + 

+ i-plrl-pl(bo(q, TI, t) - bo(qt ,, Tip, t ))  = koipe 2 + i-plrl-plAbo(el, e 2, t) 
(5.12) 

Abo(e l ,  e2, t) = bo(e 1 + qp, e 2 + Tip, t) - bo(qp, Tip, t) (5.13) 

Taking relations (5.1)-(5.3) into account, we obtain the following estimates 

IAb(et ,  e2, t) I < kAblle,I + kAb21ezl + kabz21e21 z 

[Abo(el, e2, t)l < kab011e,[ + kabozle2l + kabo22[e212 

Vel ,  e 2 ~ R m, t > t o 

(5.14) 

where kabj > 0, kAb22 > O, kAboj > 0, kAb022 > 0 are constants. 
It follows from relations (5.1)-(5.14) that relations (1.11)-(1.15) hold, and consequently the NCDS 

(1.5)-(5.14) is a NCDS of the form (1.5)-(1.14). 

Example .  Consider an electromechanical robot whose S M  is a three-dimensional two-stage manipu- 
lator [7] whose kinematic diagram is shown in Fig. 1. Here qa and q2, the generalized coordinates of 
the SM, are the angles formed by the corresponding limbs - the degrees of mobility of the SM - with 
the axes of a fixed Cartesian system of coordinate Oxyz, li and m i are the length and mass of the ith 
limb; rl is the radius of the shaft-hinge of the first limb - a homogeneous cylinder; r2 is the distance of 
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the centre of gravity of the second limb (allowing for the mass m0 of the load in its gripping device) 
from its axis of rotation; Qui is the torque of the load of the ith limb of the SM, i = 1, 2 and m = 2 is 
the number of degrees of freedom (mobility) of the SM. 

In the equations of the dynamics of the SM of such a robot (see the first equation of system (5.1) 
and relations (5.3), (5.4) and (5.6)), 

Ao(q ) d i a g ( 2 J o  I 2 .  2 2 = + m20r2sm q2, m20r2) (5.15) 

is the 2 x 2 diagonal matrix of the kinetic energy of the SM, where J01 = mlr2/2  is the moment of inertia 
of the first limb of the SM about its longitudinal axis of rotation, rn20 = m2 + m0, 

I-l(q2) = m 2 o g r 2 ( 1 - c o s q  2) (5.16) 

is the potential energy of the SM, where g is the gravitational acceleration, and 

0 c = d iag(knr  p kBT2) (5.17) 

is a 2 x 2 diagonal matrix, where kBTi > 0 (i = 1, 2) are the damping factors (viscous friction). 
It can be proved that the estimates (5.2), (5.5), (5.9)-(5.14) hold for a robot of this description, whose 

equations of dynamics have the form (5,1)-(5.3), (5.7), (5.8), (5.15)-(5.17). It follows that relations 
(1.10)-(1.15) hold, and hence that the NCDS (5.1)-(5.3), (5.7), (5.8), (5.15)-(5.17) is of the form (1.1), 
(1.5)-(1.15). 
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